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Abstract

Unsupervised (US) video anomaly detection (VAD) in
surveillance applications is gaining more popularity re-
cently due to its practical real-world applications. As
surveillance videos are privacy sensitive and the availabil-
ity of large-scale video data may enable better US-VAD sys-
tems, collaborative learning can be highly rewarding in this
setting. However, due to the extremely challenging nature
of the US-VAD task, where learning is carried out without
any annotations, privacy-preserving collaborative learning
of US-VAD systems has not been studied yet. In this pa-
per, we propose a new baseline for anomaly detection ca-
pable of localizing anomalous events in complex surveil-
lance videos in a fully unsupervised fashion without any la-
bels on a privacy-preserving participant-based distributed
training configuration. Additionally, we propose three new
evaluation protocols to benchmark anomaly detection ap-
proaches on various scenarios of collaborations and data
availability. Based on these protocols, we modify existing
VAD datasets to extensively evaluate our approach as well
as existing US SOTA methods on two large-scale datasets
including UCF-Crime and XD-Violence. All proposed eval-
uation protocols, dataset splits, and codes are available
here: https://github.com/AnasEmad11/CLAP.

1. Introduction

Recent years have seen a surge in federated learning based
methods, where the goal is to enable collaborative training
of machine learning models without transferring any train-
ing data to a central server. This direction of research in ma-
chine learning is of notable importance as it enables learn-
ing with multiple participants that can contribute data with-
out compromising privacy. Several researchers have studied
federated learning for different applications such as medical
diagnosis [1, 3, 6, 22], network security [10, 19, 21, 30], and
large-scale classification models [4, 14, 42].

Anomaly detection in surveillance videos, being one

...

Central
Parameter Sharing

ServerServer

Conventional Centralized Training Ours: Collaborative Training

...

...

...

Figure 1. a) Conventional central training requires all training data
to be on the server to carry out the training. This setting cannot en-
sure privacy, thus hindering collaborations between different enti-
ties holding large-scale surveillance data. b) Our proposed unsu-
pervised video anomaly detection technique does not require the
transfer of training data between the server and participants, thus
ensuring complete privacy.

of the large-scale applications of computer vision, may
greatly benefit from autonomous collaborative training al-
gorithms. VAD in surveillance videos is privacy sensi-
tive and may involve data belonging to several organiza-
tions/establishments. This may result in hectic bureaucratic
processes to obtain data from each establishment for cen-
tralized training. For example, the police department of a
city may not be willing to share street surveillance videos
due to privacy concerns of the general public, or a daycare
facility may have to obtain the consent of all parents to be
allowed to share its CCTV footage. Such restrictions may
hinder the possibility of obtaining large-scale data to train
efficient anomaly detectors making a central training requir-
ing all training data the least preferred option in the real-
world scenarios. Unfortunately, to the best of our knowl-
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edge, there are hardly any notable attempts to leverage fed-
erated learning for video anomaly detection which may be
due to the challenging nature of the anomaly detection task
itself. Anomalies are often unknown and it is not feasible to
collect all possible anomaly examples for a model to learn
from. Furthermore, anomalies are rare in nature, and anno-
tating large amounts of data is laborious.

In this work, we explore video anomaly detection (VAD)
on two fronts: 1) Unsupervised - videos are used without
any labels. 2) Distributed participant based learning - the
server does not get any raw data from participants. Unsu-
pervised VAD is a relatively recent development in the field
of anomaly detection in which no supervision is provided
during training [2, 39]. This class of VAD training is dif-
ferent from the existing one-class classification (OCC) and
weakly supervised (WS) learning. In OCC, only normal
videos are provided for training whereas, in WS both nor-
mal and anomalous videos are provided with binary video-
level labels. Unsupervised VAD is somewhat closer to WS-
VAD, as it also utilizes large sets of videos containing nor-
mal and anomalous events. However, instead of relying on
video-level labels, the network is designed in such a way
that it utilizes several cues, such as the abundance of nor-
mal events/scarcity of anomalies, etc., present in the surveil-
lance videos to drive the overall training [39]. Unsuper-
vised VAD itself is a challenging task and the complexity
increases multifolds when we consider distributed partici-
pants setting for training. However, this is also more re-
warding due to zero annotation labor and a more practical
real-world application enabling collaboration between dif-
ferent large-scale data sources.

To this end, we propose CLAP, an approach for
Collaborative Learning of Anomalies with Privacy that
takes unlabelled videos at multiple nodes (participants)
as input and collaboratively learns to predict frame-level
anomaly score predictions as output (Figure 1). At an ab-
stract level, our approach can be divided into three distinct
steps: Common knowledge based data segregation for lo-
cal training, knowledge accumulation at server, and local
feedback. As we approach the task as fully unsupervised,
i.e., without any labels, videos at each participant’s end are
segregated to separate normal and anomalous candidates.
To this end, we propose to utilize Von Neumann entropy as
a metric [25], and apply Gaussian Mixture Model (GMM)
to create clusters of normal and anomalous videos. After
certain local epochs, the weights of all local trainings are
accumulated at the server. Based on this, a feedback loop
is formed to refine the initial labels obtained by each partic-
ipant and share the commonly learned knowledge between
each participant.

As video anomaly detection in distributed participant
settings is not well-studied, we explore multiple training
and evaluation scenarios mimicking real-world collabora-

tions. These scenarios, listed in the order of complexity, in-
clude all participants having access to similar type of train-
ing data, different participants having access to different
types of anomalies, and different participants having totally
different types and numbers of videos. Overall, the con-
tributions of our manuscript are: 1) We propose, CLAP, a
new baseline for anomaly detection capable of localizing
anomalous events in complex surveillance scenarios in a
fully unsupervised fashion without any labels on a privacy-
preserving participant-based training configuration. To the
best of our knowledge, CLAP is the first rigorous attempt
to tackle video anomaly detection in the federated learning
setting. 2) We propose three new evaluation scenarios to ex-
tensively evaluate CLAP on various scenarios of collabora-
tions and data availability. 3) To carry out these evaluations,
we modify the existing VAD datasets to create new splits.

2. Related Work
2.1. Federated Learning

Federated learning has been studied for various com-
puter vision applications including healthcare [19, 21, 30],
surveillance [5, 7, 18, 24, 28], and autonomous driving
[8, 9, 17, 23, 41]. Video anomaly detection has not been
well-studied in federated learning settings. The closely re-
lated anomaly detection in federated learning setting mostly
includes network security related methods in which differ-
ent network attacks are identified from the normal traffic
of packets [10, 19, 21, 30]. However, given that these are
mostly supervised tasks in the form of one-class classifi-
cation, the problem of distributed learning transforms into
weight-sharing optimization. Recently, Doshi et al. [7] have
proposed a weakly supervised federated learning (FL) video
anomaly detection (VAD) method. The idea is to explore
the FL setting by randomly dividing the data between mul-
tiple clients. In essence, this work is related to our approach
as we also study FL for VAD. However, we primarily ex-
plore the unsupervised setting of VAD. Moreover, without
any training labels for VAD, we additionally propose com-
mon knowledge-based data segregation for local training
and local feedback for improved pseudo-labeling to carry
out the collaborative training. Furthermore, we propose re-
alistic scenarios to evaluate VAD methods in FL setting.

2.2. Unsupervised Anomaly Detection

Introduced by Zaheer et al. [39], fully unsupervised
anomaly detection is a relatively new idea and the methods
that do not require any training labels are still quite sparse
in the literature. This problem is extremely challenging due
to the rarity of anomalies and the complete lack of super-
vision labels. Zaheer et al. [39], by relying on the abun-
dance of normal data, proposed to first train a generative
model to learn the overall normal trends in the dataset. A
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classifier model is then trained based on the pseudo labels
obtained from the generator. Both models are then trained
in a cooperative manner to converge as an anomaly detec-
tor. This line of research has been extended by Anas et
al. [2] . They have proposed to utilize hierarchical clus-
tering to obtain fine-grained pseudo-labels. The training of
an anomaly detector is then carried out using these pseudo
labels. Our approach also begins with pseudo-label gen-
eration, followed by training and then a feedback loop to
improve the pseudo-labels. However, we attempt to address
the problem in collaborative learning setting where privacy-
preserving training is carried out by multiple participants.
In addition, we propose a common knowledge aware data
segregation in which all participants share common clusters
knowledge to obtain pseudo-labels for training.

We also acknowledge one-class classification (OCC)
[11, 12, 27, 35] and weakly-supervised (WS) [29, 31, 34,
36, 37, 40] approaches for video anomaly detection. To en-
rich the quality of analysis and to provide several aspects
of our research work, we carry out some additional experi-
ments on weakly-supervised settings by incorporating weak
labels in our training in Section 4. However, the prime focus
of our research work is unsupervised video anomaly detec-
tion, and thus, OCC and WS anomaly detection are not in
the scope of our research work.

3. Methodology
Problem Definition: Given a dataset of training videos
without any labels, the goal of US-VAD is to learn an
anomaly detectorAθ(⋅) that classifies each frame in a given
test video V∗ as either normal (0) or anomalous (1). Sup-
pose that there are K participants P1,P2, ...,PK for collab-
orative training and each participant Pk has its own local
training dataset Dk = {V1,k, V2,k,⋯, VNk,k} containing Nk

videos used to train its own local anomaly detector model
Aθk(⋅), k ∈ [1,K]. It is assumed that all participants share
a common test set and the performance of the modelAθk(⋅)
on this test set is denoted by Ok. The goal of each par-
ticipant is to collaborate with other participants in order to
obtain a global model θ∗ that has better performanceO∗ on
the test set compared to all Ok, without compromising the
privacy of participant’s local data Dk.
Preprocessing: For simplicity of notation, we drop the par-
ticipant index k unless required. Let the training dataset
of N videos at a generic participant be denoted as D =
{V1, V2,⋯, VN}. We split each video Vi into a sequence
of mi non-overlapping segments Sij , where each segment
is in turn composed of r frames. Note that i ∈ [1,N] refers
to the video index and j ∈ [1,mi] is the segment index
within a video. Unlike many state-of-the-art AD methods
[26, 29, 32, 33] that compress each video into a fixed num-
ber of segments (i.e., mi = m,∀i ∈ [1,N]) along the tem-
poral axis, we avoid any compression and make use of all
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Figure 2. Architecture of CLAP, an unsupervised video anomaly
detection model trained by multiple collaborating participants.

available non-overlapping segments 1. For each segment
Sij , a feature vector fij ∈ Rd is obtained using a pre-trained
feature extractor F(⋅).
High-level Overview: Our proposed CLAP model for col-
laborative training consists of three main stages. The aim
is to generate both video-level and segment-level pseudo-
labels to enable the training of the anomaly detector model
Aθ(⋅). In the first Common Knowledge-based Data Seg-
regation (CKDS) stage, the generation of segment-level
pseudo labels is done in a collaborative manner. We gen-
erate a video-level pseudo-label ŷi ∈ {0,1}, i ∈ [1,N]
for each video in the training set using hierarchical divi-
sive clustering. Subsequently, segment-level pseudo-labels
ỹij ∈ {0,1}, i ∈ [1,N], j ∈ [1,mi] are generated for all
the segments in the training set through collaborative statis-
tical hypothesis testing. Finally, we train a local anomaly
detector Aθ(⋅) ∶ Rd → [0,1] that assigns an anomaly score
between 0 and 1 (higher values indicate higher confidence
of being an anomaly) to the given video segment based on
its feature representation fij .

During training, we utilize both server knowledge accu-
mulation (SKA) and local feedback stages to improve the
performance of the local model. In the second (SKA) stage,
we use the well-known Federated Averaging (FedAvg) al-
gorithm [20] (we also analyze other FL aggregation meth-
ods in Section 6 of supplementary material) for aggregating
local anomaly detection models. Finally, upon completion
of a pre-determined number of collaboration rounds to up-
date the weights given the initial pseudo-labels, our algo-
rithm initiates the local feedback or pseudo-label refinement
(PLR) stage. During this stage, we use confidence scores
predicted by the network to refine the generated pseudo-
labels from the first stage.

1Note that for simplicity, we use the notation valij to represent a value
for segment j in video Vi, vali represents the set of values of all segments
in video Vi, and val simply represents the collection of all segment-wise
values of all the videos in the dataset D.
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3.1. Knowledge-based Data Segregation (CKDS)

At the participant level, since the training does not assume
any labels, we first generate pseudo-labels for the videos in
the training set by clustering them into two groups: normal
and anomalous (see Alg. 1).
Video-Level Pseudo-Labels: Previous works in WS-VAD
have shown that normal video segments have lower tem-
poral feature magnitude compared to anomalous segments
[31]. In addition, we observe the variance of the difference
in the feature magnitude between consecutive segments in
a given anomalous video is higher than in a normal video.
Furthermore, we consider von-Neumann entropy H of the
covariance matrix computed based on the features as an in-
dicator of the presence of anomalies, i.e., the entropy of seg-
ments is generally expected to be lower for normal videos.
Based on these cues, we represent each video Vi using a
statistical summary xi = [σi,Hi] of its features as follows:

µi =
1

(mi − 1)

(mi−1)

∑
j=1

(∣∣fij ∣∣2 − ∣∣fi(j+1)∣∣2) , (1)

σi =

¿
ÁÁÁÀ 1

(mi − 2)

(mi−1)

∑
j=1

((∣∣fij ∣∣2 − ∣∣fi(j+1)∣∣2) − µi)2, (2)

Cov[fi,1, ..., fi,mi] =UiΣiV
T
i (3)

Hi = −tr[Σi logΣi] (4)

where ∣∣ ⋅ ∣∣2 represents the ℓ2 norm of a vector. Thus, each
video Vi is represented using a 2D vector xi, corresponding
to the variance σi and entropy Hi of the video segments.
Videos in the training set are then divided into two clus-
ters (Cs1 and Cs2 ), with ∣Cs1 ∣ and ∣Cs2 ∣ samples, respectively,
based on the above representation xi.

Intuitively, building on the assumption that normal sam-
ples have a lower entropy, we compute the average entropy
of samples in each cluster and assign the cluster with the
larger average entropy as anomalous (0), while the other
cluster is labeled as normal (1). At the end of this stage,
all the videos in the training set are assigned a pseudo-label
based on their corresponding cluster label, i.e., ŷi = s, if
xi ∈ Cs, where s ∈ {0,1}.
Segment-Level Pseudo-Labels: All the segments from
videos that are “pseudo-labeled” as normal (ŷi = 0) by the
previous stage can be considered normal. However, most
of the segments in an anomalous video are also normal due
to the smaller temporal extent of anomalies. To tackle this,
we treat the detection of anomalous segments as a statistical
hypothesis-testing problem. Specifically, the null hypothe-
sis is that a given video segment is normal. By modeling

Algorithm 1 Video-level Pseudo-Label Generation (VPL)

Input: datasetD = {V1,⋯, VN}, feature extractor F(⋅)
1: for i = 1 to N do
2: Partition Vi into mi segments [Si1,⋯, Simi]
3: Extract segment features [fi1,⋯, fimi] using F(⋅)
4: Compute xi = [σi,Hi] using Eqs. 2 & 4
5: end for
6: Cs1 , Cs2 ← Clustering(GMM), where a = ∣Cs1 ∣, b = ∣Cs2 ∣
7: if 1

a ∑
a
i=1Hi > 1

b ∑
b
i=1Hi then

8: C0 = Cs2 , C1 = Cs1
9: else

10: C0 = Cs1 , C1 = Cs2
11: end if
12: ∀i ∈ [1,N], ŷi ← 0 if xi ∈ C0, else ŷi ← 1

return ŷ = {ŷ1,⋯, ŷN}

the distribution of features under the null hypothesis as a
Gaussian distribution, we identify the anomalous segments
by estimating their p-value and rejecting the null hypothesis
if the p-value is less than the significance level α.
To model the distribution of features (at the participant
level) under the null hypothesis, we consider only the seg-
ments from videos that are pseudo-labeled as normal by the
VPL stage (see Algo. 1). Let zij ∈ Rd̃ be a low-dimensional
representation of a segment Sij . In this work, we simply set
zij = ∣∣fij ∣∣2. We assume that zij follows a Gaussian distri-
bution N (Γ,Θ) under the null hypothesis and estimate the
parameters Γ and Θ as follows:

Γ = 1

M0

N

∑
i=1,ŷi=0

mi

∑
j=1

zij , (5)

Θ = 1

(M0 − 1)
N

∑
i=1,ŷi=0

mi

∑
j=1

(zij −Γ)(zij −Γ)T , (6)

where M0 = ∑N
i=1,ŷi=0mi.

Let (Γk,Θk) be the Gaussian parameters at participant
Pk based on M0,k normal segments. The participants share
these parameters with the server and the server sends back a
Gaussian mixture model G. One simple way to construct G
is to treat (Γk,Θk) of each participant as a mixture compo-
nent and weight these components based on the correspond-
ing number of normal segments. More sophisticated ag-
gregation approaches could also be employed by the server.
Subsequently, for all the segments in videos that are pseudo-
labeled as anomalous, the p-value is computed as:

pij = G(zij), ∀ ŷi = 1. (7)

If pij < α, the segment can be directly assigned a pseudo-
label of 1. However, we identify a potential anomalous re-
gion by sliding a window of size wi across the video and se-
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lecting the region that has the lowest average p-values (i.e.,
minl { 1

wi
∑(l+wi)

j=(l+1)
pij , ∀ l ∈ [0,mi −wi]}). Each segment

present in this anomalous region is assigned a pseudo-label
of 1, while all the remaining segments are pseudo-labeled as
normal with a value of 0. Thus, a pseudo-label ỹij ∈ {0,1}
is assigned to all the segments in the training set. This
window-based labeling may be seen as utilizing the tem-
poral consistency property of the surveillance videos com-
monly utilized in the existing literature [29, 36].

Algorithm 2 Segment-level Pseudo-Label Gen. (SPL)

Input: Mode, 0 < β ≤ 1, ŷ (video-level pseudo-labels)
and Gaussian mixture model G for Generate mode, ỹ
(current segment-level pseudo-labels) and Q (segment-
level confidence scores) for Update mode
Mode I: Generate

1: for i = 1 to N do
2: if ŷi = 1 then
3: Compute pij using Eq. 7, ∀j ∈ [1,mi]
4: wi ← ⌈βmi⌉
5: li = argminl { 1

wi
∑(l+wi)

j=(l+1)
pij , ∀l ∈ [0,mi −wi]}

6: ỹij ← 1, ∀j ∈ [li + 1, li +w]
7: end if
8: end for

return ỹ
Mode II: Update (PLR)

9: for i = 1 to N do
10: Set qij based on Q ∀ j ∈ [1,mi]
11: wi ← ⌈βmi⌉
12: li = argmaxl { 1

wi
∑(l+wi)

j=(l+1)
qij , ∀l ∈ [0,mi −wi]}

13: q̃ij ← 0, ∀j ∈ [1,mi]
14: q̃ij ← 1, ∀j ∈ [li + 1, li +w]
15: q̂ij ← 0, ∀j ∈ [1,mi]
16: if len(ỹi ∩ q̃i) > 0 then
17: q̂ij ← 1, ∀j ∈ [1,mi], if q̃ij ∈ (ỹi ∩ q̃i)
18: else
19: q̂ij ← 1, ∀j ∈ [1,mi], if q̃ij ≠ 0 or ỹi,j ≠ 0
20: end if
21: end for
22: return q̂

3.2. Server Knowledge Accumulation (SKA) and
Local Feedback

At the beginning of this stage, each participant would have
obtained segment-level pseudo-labels for its own dataset by
sequentially applying Algo. 1 and Algo. 2 as described in
Section 3.1. As earlier, ifD is the unlabeled training dataset
of a generic participant, we can obtain the segment-level
pseudo-labeled training set D̃ = {(fij , ỹij)} containing M
samples, where i ∈ [1,N], j ∈ [1,mi], and M = ∑n

i=1mi.
This labeled training set D̃ can be used to train the anomaly

Algorithm 3 CLAP

Require: Local training dataset Dk. Server initializes
parameter θ(0)∗ .

1: for each participant k = 1,2, ...,K do
2: ŷk ← Algorithm 1 (Dk)
3: ∀i ∈ [1,Nk], j ∈ [1,mi], ỹij ← 0, Compute zij
4: Compute (Γk,Θk) using Eqs. 5 & 6
5: return (Γk,Θk) to server
6: end for
7: server: G ←Mixture of Gaussians ({(Γk,Θk)}Kk=1)
8: for each participant k = 1,2, ...,K do
9: ỹk ← Algorithm 2 (Generate, ŷk, G)

10: end for
11: for each round t = 0,1, ..., T do
12: for each participant k = 1,2, ...,K do
13: D̃k ← (Dk, ỹk)
14: θ

(t,0)
k ← θ

(t)
∗

15: for local iteration e = 0,1, ...,E do
16: θ

(t,e+1)
k ← θ

(t,e)
k − η ⋅ ∇Ltotal,k(D̃k, θ

(t,e)
k )

17: end for
18: ∆

(t)
k ← θ

(t,E)
k − θ(t)∗

19: Qk ← Aθ
(t,E)
k

(Dk)
20: ỹk ← Algorithm 2 (Update, Qk, ỹk)
21: return ∆

(t)
k to server

22: end for
23: server: θ(t+1)∗ ← θ

(t)
∗ + λ

K ∑
K
k=1∆

(t)
k

24: end for

detector Aθ(⋅) by minimizing the following objective:

min
θ
Ltotal =

N

∑
i=1

mi

∑
j=1

L(Aθ(fij), ỹij), (8)

where L is an appropriate loss function and θ denotes the
parameters of the anomaly detector Ã(⋅). Stochastic gradi-
ent descent (SGD) is used for the above optimization. Fol-
lowing recent state-of-the-art methods [32, 36, 39], a basic
neural network architecture is considered for our anomaly
detector (see Supplementary for more details).

Now, we proceed to describe the collaborative training of
the anomaly detector, which is referred to as server knowl-
edge accumulation (SKA). At the beginning of each col-
laboration round t, the server broadcasts the current global
model parameters θ

(t)
∗ to all the participants. Using these

global parameters as the initialization, each participant will
perform E local SGD iterations to get the updated parame-
ters θ(t,E)k . At the end of the local training, the participant
sends the local gradient ∆(t)k ← θ

(t,E)
k − θ(t)∗ back to the

server. The server aggregates these gradients and applies the
update to the global model as θ(t+1)∗ ← θ

(t)
∗ + λ

K ∑
K
i=1∆

(t)
k

as shown in Algo. 3, where λ is the learning rate.
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In addition to SKA, we also incorporate local feed-
back or pseudo-label refinement process (PLR) as shown
in Algo.2(Update). During this stage, we use confi-
dence scores Q predicted by the local model to refine the
segment-level pseudo-labels. The aim is to use the high-
confidence segments to update the pseudo-labels ỹ gener-
ated from Algo.2(Generate). First, we determine the max-
imum confidence region by a sliding window wi similar to
Algo.2(Generate) and assign those segments as q̃ij = 1. The
refinement of the old pseudo-labels is based on two rules.
First, if there is an intersection between the maximum con-
fidence region and the generated pseudo-labels (ỹi∩q̃i) > 0,
we assign all the segments in q̃ij that are in the intersec-
tion set a value of 1. On the other hand, if there is no in-
tersection, we assume that the old pseudo-labels missed an
additional anomalous window. Therefore, the whole of the
maximum confidence region will be assigned as anomalous.

3.3. Inference

At the end of all communication rounds, the final global
model A

θ
(T )
∗

(⋅) is used for inference. A given test video
V∗ is partitioned into m∗ non-overlapping segments S∗j ,
j ∈ [1,m∗]. Feature vectors f∗j are extracted from each seg-
ment usingF(⋅), which are directly passed to the trained de-
tector A

θ
(T )
∗

(⋅) to obtain segment-level anomaly score pre-
dictions. As the final goal is frame-level anomaly scores,
all frames within a segment of the test video inherit the pre-
dicted anomaly score for that corresponding segment.

4. Experiments and Results
4.1. Datasets and Implementation

We evaluate CLAP and conduct SOTA comparisons on
two publicly available large-scale datasets, UCF-Crime and
XD-Violence. Due to limited space, datasets and imple-
mentation details are provided in Supplementary.

4.2. Training Settings

As the aim of CLAP is to train an anomaly detector with
collaboration between multiple participants, we provide
comparisons of our approach with existing SOTA anomaly
detection methods under the following three different train-
ing settings:
Centralized Training: This is the conventional setting of
training where privacy is not ensured and the participants
have to send all training data to the server for joint training.
Anomaly detection performance is measured on the com-
plete test set.
Local Training: This setting assumes that participants are
not collaborating and each individual participant trains its
anomaly detector locally with its own data. Anomaly de-
tection performance is measured for each participant indi-
vidually on the complete test set.

Method UCF-Crime XD-Violence

Centralized
GCL [39] 71.04 73.62
C2FPL [2] 80.65 80.09

CLAP 80.9 81.71

Local
GCL [39] 56.63 58.11
C2FPL [2] 61.33 60.05

CLAP 63.93 62.37

Collaborative
GCL [39] 67.12 68.19
C2FPL [2] 75.20 74.36

CLAP 78.02 77.65

Table 1. AUC performance comparisons of unsupervised SOTA
on UCF-Crime and XD-Violence datasets for five participants.

Collaborative Training: In this setting, all participants col-
laborate to train a joint anomaly detector. Participants do
not need to send their training data to the server to carry out
the training. Anomaly detection performance of the jointly
trained model is measured on the complete test set.

4.3. Comparisons with Unsupervised SOTA

Table 1 summarizes the results of the existing unsupervised
anomaly detection approaches on the three training settings:
centralized, local, and collaborative. We re-implemented
the existing methods [2, 39] on local and collaborative train-
ing settings for fair and detailed comparisons. In essence,
centralized training is the upper bound of the collaborative
training whereas local training is the lower bound. While
better performance compared to the local training setting
may indicate the success of collaborative learning, a bet-
ter model should also demonstrate minimal performance
difference from the centralized training. CLAP demon-
strates AUC performances of 80.91% and 81.71% on UCF-
crime and XD-Violence datasets on the centralized setting
(upper bound). In the local setting (lower bound) with
five participants, CLAP demonstrate AUC performances of
63.93% and 62.37% on the two datasets. In the collab-
orative learning setting, CLAP demonstrates AUC perfor-
mances of 78.02% and 77.65%. Overall, the results of
CLAP are not only better than the existing SOTA unsuper-
vised VAD methods but are also on par with its counterpart
centralized training setting.

4.4. Comparisons with Weakly-supervised SOTA

An unsupervised method can be converted into a super-
vised method upon the availability of labels [39]. We ex-
plore this supervision mode under centralized, local, and
collaborative training settings and report the results in Ta-
ble 2. Compared to the methods developed specifically
for unsupervised video anomaly detection [2, 39], CLAP
demonstrates consistent performance improvements when
video-level labels are present. CLAP also outperforms PRV
[7], a weakly-supervised approach designed specifically for
collaborative learning. Compared to other centralized ap-
proaches that do not facilitate unsupervised training, CLAP
demonstrates better performance than the compared meth-
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Figure 3. Distribution of UCF-Crime dataset videos based on the three training data organizations proposed in our paper to evaluate
collaborative learning approaches for video Anomaly Detection. (a) Random distribution of the videos is the baseline in which each
participant has an almost identical number of videos and the classes are balanced. (b) Each participant holds videos containing certain
types of anomalous events such as. shooting, robbery, etc. It is a relatively complex setting with the number of videos and class balance
varying slightly between participants. (c) Each participant holds videos belonging to certain scenes such as shops, offices, etc. This is the
most challenging setting where severe data and class imbalance are present across participants.

Method Unsup. Possible? UCF-Crime XD-Violence

C
en

tr
al

iz
ed

Sultani et al. [29] ✗ 75.41 -
RTFM [31] ✗ 84.30 89.34
MSL [15] ✗ 85.30 -
S3R [33] ✗ 85.99 53.52

CLAWS+ [38] ✗ 80.90 -
PRV [7] ✗ 86.30 -

GCL [39] ✓ 79.84 82.18
C2FPL [2] ✓ 83.40 89.34

CLAP ✓ 85.50 90.04

L
oc

al GCL [39] ✓ 65.32 59.91
C2FPL [2] ✓ 65.85 63.4

CLAP ✓ 67.47 64.97

C
ol

la
b.

PRV [7] ✗ 82.90 -
GCL [39] ✓ 76.82 75.21
C2FPL [2] ✓ 77.60 76.98

CLAP ✓ 83.23 85.67

Table 2. AUC performance comparisons of weakly supervision
SOTA on UCF-Crime and XD-Violence datasets.

ods on XD-Violence dataset and comparable performance
on UCF-Crime dataset. Nevertheless, the goal of this work
is not to surpass performance numbers on certain tasks but
to demonstrate the possibility of unsupervised training un-
der a collaborative learning setting to facilitate a novel re-
search direction in the field of video anomaly detection.

4.5. Collaborative Learning in VAD: A Case Study
of Different Possible Scenarios

In this section, we further explore the collaborative learning
of video anomaly detection by proposing various scenar-
ios of collaboration and consequent re-organization of the
training data. Furthermore, we analyze and discuss the per-
formance of CLAP under these scenarios.

4.5.1 Training Data Splitting

In real-world VAD applications, common sources of
surveillance videos could be different government entities
(e.g., department of transport or police) or private CCTV

operating institutions (e.g., shopping malls or elderly-care
facilities). CLAP is designed to enable collaborative learn-
ing of a joint anomaly detector between such data sources
while eliminating the need to share training data. Consider-
ing this, we propose three different training data splits mim-
icking different kinds of collaborations between the partici-
pants. Each of these is explained below.
Random Split: A baseline setting where each participant
has randomly distributed and equal number of anomalous &
normal videos for training. Figure 3a visualizes the random
distribution of videos between ten participants on the UCF-
crime dataset.
Event Class Based Split: In this setting, each participant
has training videos based on the anomalous events present
within. For example, one participant may have road acci-
dent videos whereas another participant may have robbery
videos. This setting is more challenging than random distri-
bution because each participant may have a different num-
ber of videos. Figure 3b visualizes the distribution of videos
between thirteen participants on the UCF-crime dataset.
Scene Based Split: In this setting, each participant gets the
videos based on the scenes/locations where the videos are
recorded. For example, one participant may have surveil-
lance videos for fuel stations, another participant may have
indoor videos of offices, and so on. This is the most chal-
lenging and representative setting as the dataset is not bal-
anced either among participants or within a participant for
the normal and anomalous classes. Figure 3c visualizes the
distribution of videos between eleven participants on the
UCF-crime dataset.

The intuition behind these splits is that, in real-world
scenarios, several participants for training a joint model
may belong to different entities with different types of video
data available at their disposal. For example, a police de-
partment may have videos related to street crimes, a chil-
dren’s daycare facility may have surveillance available for
abuse or bullying, and a mall may have videos about steal-
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Split Participants AUC(%)

Random (IID)

5 78.02
10 77.4
25 76.54
50 67.92

Event 13 77.35

Scene 11 73.99

Table 3. AUC % per-
formance of CLAP on
UCF-Crime dataset
using various pro-
posed training splits
under collaborative
learning setting.
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Figure 4. Left: Comparison between GCL [39] and CLAP with
varying number of participants. Right: Number of participants
with weak video-level supervision available.

ing or shoplifting. More details on the data splitting strate-
gies are provided in the Supplementary.

4.5.2 Experiments Using Data Splits

We conduct experiments on CLAP by splitting the UCF-
crime dataset using the training data splits proposed (Fig-
ure 3) and report the results in Table 3. For the random
splitting, we vary the number of participants between 5 and
50 to additionally analyze the impact of the number of par-
ticipants on training. Unsurprisingly, random split based
training yields the highest AUC performance of 78.02%
with the participant number set to five. Experiments us-
ing event based splitting results in a closer performance of
77.35%. This demonstrates that CLAP can efficiently han-
dle data variations and partially imbalanced data among par-
ticipants. With the most challenging training setting, scene
based splitting, CLAP achieves an AUC of 73.99%.

4.6. Analysis and Discussions

On Partial Weak-Supervision: The typical protocol for
evaluating unsupervised methods under weakly-supervised
settings is fairly simple. Once pseudo labels are gener-
ated for the whole dataset, for each video labeled as nor-
mal in the weakly supervised ground truth, label correc-
tion on pseudo labels is applied before carrying out the
training [39]. In the collaborative learning setting for real-
world scenarios, ensuring the availability of any form of
training labels means requiring each participant to annotate
their data before participating in the collaborative training.
While CLAP is fully unsupervised, meaning no labels are

FedAVG SKA PLR AUC(%)

✓ ✗ ✗ 76.2

✓ ✓ ✗ 77.1

✓ ✓ ✓ 78.02

Table 4. Ablation study
of CLAP on UCF-Crime
dataset. SKA: Server
Knowledge Accumula-
tion, PLR: Pseudo Label
Refinement.

required for training, in this section we explore an inter-
esting scenario where some of the participants may have
labels available for training. Figure 4 (right) shows the re-
sults of CLAP on this setting using 25 participants. CLAP
demonstrates consistent performance gains when more par-
ticipants contribute with video-level labels towards the col-
laborative training.
On Varying Number of Participants: To analyze the im-
pact of varying numbers of participants on the unsupervised
VAD training, we conduct a series of experiments using
CLAP and GCL [39] with different numbers of participants
and report the results in Figure 4 (left). Overall, the per-
formance stays comparable when the participant number
is set to 5, 10, and 25. However, it drops notably when
the participant number is set to 50. This may be attributed
to the drop is the number of videos per participant, given
that the dataset size remains the same. With a more large-
scale dataset, our approach may be able to accommodate an
even larger number of participants without dropping perfor-
mance.
Ablation: To evaluate the contribution of the various com-
ponents in CLAP, we conduct an ablation study and report
the results in Table 4. As seen, with each added component
including SKA: Server Knowledge Accumulation stage and
PLR: Psuedo-label refinement over the baseline training,
notable performance gains are observed. This demonstrates
the importance of all components proposed in CLAP to-
wards unsupervised VAD.

5. Conclusion

We proposed a new baseline for anomaly detection
capable of localizing anomalous events in a fully unsuper-
vised fashion on a privacy-preserving collaborative learning
configuration. We also introduced three new evaluation sce-
narios to extensively study anomaly detection approaches
on various scenarios of collaborations and data availability.
Using these scenarios, we evaluate our approach on two
large-scale datasets including UCF-crime and XD-violence.
A limitation of our approach is that the performance drops
when the number of participants increases. Although
some performance drop is expected in such a situation,
we believe it is partly because of the limited training
data available to each participant in this case. This can
be addressed by curating large-scale anomaly detection
datasets designed specifically for collaborative training.
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Figure 5. Empirical training convergence. Experiments are run
using 5 different seeds enabling randomized data splits across par-
ticipants. CLAP achieves an average AUC of 77.32 ± 0.189.

6. Collabroative algorithms Study
In addition to the main results in the manuscript where Fe-
dAVG is used as the main FL method, we conduct experi-
ments using other FL methods including FedProx [16] and
SCAFFOLD [13]. In these experiments, CLAP achievs
73.4% & 73.7% AUC respectively on scene based split.
Overall, the performance is comparable with the 73.99%
AUC when using FedAVG.

7. Training convergence
As CLAPis an unsupervised learning model where each
participant uses its share of the data to collaborate towards
training a joint model, we empirically validate its conver-
gence by repeating the training on UCF-Crime using 5 dif-
ferent random seeds. These random seeds also enable ran-
dom data splits between the participants. As seen in Figure
5, CLAPachieves an average AUC of 77.32% ± 0.189%.
This shows the robustness of CLAPin yielding good perfor-
mance with small variation even with significant variation
in the dataset splits across participants.

8. Bandwidth Consumption
In real-world surveillance applications, network bandwidth
allowing data communication between the training server
and the participants can be limited due to several factors

such as remote locations, large number of participants, etc.
Given the involvement of lengthy surveillance videos for
anomaly detection, a collaborative learning approach such
as CLAPshould preferably communicate a limited amount
of data per training round. As shown in Algorithm 3,
the server receives the Gaussian parameters from each par-
ticipant in addition to receiving the gradients of each lo-
cal model (2.1 M parameters) during the training rounds.
Therefore, on each communication round, CLAPcommuni-
cates an average of 6.07 Mega Bytes (MB) from each par-
ticipant. Given 10 training rounds, the overall data transfer
remains around 60.7 MB which is significantly lower than
the case of central training where all data is transferred to
the central server for training.

9. Dataset Splitting Strategies
As described in Section 4.5 of the manuscript, collabora-
tive learning in video anomaly detection (VAD) may have
several possible scenarios. Careful consideration of these
scenarios leads to three different data splitting strategies in-
cluding random, event class, and scene-based. Each of these
is explained further next:
Random Split: Random Split is a baseline strategy where
each participant is assigned videos randomly while ensur-
ing a comparable number of normal and anomalous videos.
Example visualizations of some videos taken from a single
participant are provided in Figure 8.
Event Class Based Split: Each anomalous activity can be
classified into different categories of events, e.g., road ac-
cidents, robbery, fighting, shooting, or riots. The intuition
behind this split is that each collaborating participant may
have a certain type of anomalous examples. A better perfor-
mance of an anomaly detection network on this setting may
indicate the success of collaborative learning between dif-
ferent organizations contributing videos containing differ-
ent types of anomalous events from each other. This setting
is more challenging than random distribution because each
participant may have a different number of videos contain-
ing certain events. Example visualizations of some videos
taken from a single participant are provided in Figure 9.
Scene Based Split: In this setting, each participant is as-
sumed to have videos based on the scenes/locations where
the videos are recorded. For example, one participant may
have surveillance videos for fuel stations, another partici-
pant may have indoor videos of offices, and so on. The intu-
ition behind this split is that similar anomalous events may
occur at different locations and captured by different partic-
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ipants. This is the most challenging setting as the dataset is
not balanced either among participants or within a partici-
pant for the normal and anomalous classes. Example visu-
alizations of some videos taken from a single participant are
provided in Figure 10.

10. Architecture and Implementation Details
Our learning network, as seen in Figure 7, consists of a fully
connected (FC) network and two self-attention layers. The
FC network has two fully connected layers and one output
layer for binary classification. A ReLU activation function
and a dropout layer follow each FC layer. The FC layers
have 512 and 32 neurons respectively. The self-attention
layers, with dimensions matching their respective FC lay-
ers, are followed by a Softmax activation function. Unlike
previous works [36, 38], we compute Softmax probabilities
over the feature dimension instead of the batch size dimen-
sion. The final anomaly score prediction ranging [0,1] in
our network is obtained through a Sigmoid activation func-
tion in the output layer. We use binary cross-entropy loss
along with L2 regularizer as our training loss function.

11. Datasets
Two large-scale video anomaly detection benchmark
datasets are used to evaluate our approach: UCF-Crime [29]
and XD-Violence [34]. These datasets are originally labeled
for weakly supervised VAD tasks, where video-level labels

are present for training and frame-level labels are provided
only for testing. In our unsupervised VAD experiments, we
completely discard the provided labels before carrying out
the training.

11.1. UCF-Crime

UCF-Crime consists of 1,610 training videos and 290
testing videos covering 13 anomaly categories including
Abuse, Arrest, Arson, Assault, ... etc. Some exam-
ples of these videos are shown in Figures 8, 9, & 10.
These videos were gathered from actual surveillance cam-
era feeds, amounting to a combined duration of 128 hours.

11.2. XD-Violence

XD-Violence is a multi-modal dataset sourced from various
channels, including sports streaming videos, movies, and
web videos. The dataset encompasses a total of 3,954 train-
ing videos and 800 testing videos. These videos collectively
span approximately 217 hours.
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Figure 8. Example of UCF-crime videos in the random split taken from one of the participants. The blue borders represent normal events
while the red borders represent anomalous events.
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Figure 9. Example of UCF-crime videos in the event-based split taken from one of the participants. For each participant, anomalous
events are the same but the background scenes can be different. The blue borders represent normal events while the red borders represent
anomalous events.
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Figure 10. Example of UCF-crime videos in the scene-based split taken from a participant having videos of fuel pumps and automotive
workshops). For each participant, anomalous events can be different but the overall background scenes are similar. The blue borders
represent normal events while the red borders represent anomalous events.
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